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ABSTRACT 
Fostering students’ interests in learning is considered to have many 
positive downstream efects. Large language models have opened 
up new horizons for generating content tuned to one’s interests, 
yet it is unclear in what ways and to what extent this customiza-
tion could have positive efects on learning. To explore this novel 
dimension, we conducted a between-subjects online study (n=272) 
featuring diferent variations of a generative AI vocabulary learn-
ing app that enables users to personalize their learning examples. 
Participants were randomly assigned to control (sentence sourced 
from pre-existing text) or experimental conditions (generated sen-
tence or short story based on users’ text input). While we did not 
observe a diference in learning performance between the con-
ditions, the analysis revealed that generative AI-driven context 
personalization positively afected learning motivation. We dis-
cuss how these results relate to previous fndings and underscore 
their signifcance for the emerging feld of using generative AI for 
personalized learning. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; 
• Computing methodologies → Natural language generation; • 
Applied computing → Education. 
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1 INTRODUCTION 
Catering learning experiences to students’ interests is considered to 
have many positive efects. It can make students more persistent [4], 
and it impacts students’ career choices [19]. Yet, according to Hidi 
and Harackiewicz [20], motivating students is one of the greatest 
challenges in education. One impediment to fostering interest is 
the one-size-fts-all approach to educational materials. While this 
has had a crucial beneft of making education accessible to a large 
number of people, it can often fall short in engaging students. Since 
each student arrives with diferent prior knowledge and interests, 
some students have trouble connecting with these materials and 
consequently lose interest in learning [30]. 

In light of this, the arrival of landmark AI developments is con-
sidered an opportunity to revolutionize education, bringing new 
hopes for exciting educational experiences. In particular, the intro-
duction of advanced large language models (LLMs) such as GPT-3/4 
and ChatGPT,1 which are capable of dynamically generating pas-
sages of text that are difcult to distinguish from authentic human 
writing, opens up numerous possibilities. On one hand, generative 
AI in education raises many concerns around cheating and rising 
unemployment in the education sector [46]. On the other hand, 
it unlocks new possibilities to support learning [32]. For instance, 
Khan Academy2 and Duolingo3 are exploring how generative AI 
could drive tailored tutoring systems. Other works are exploring 
how AI could facilitate learning via reading and writing stories [45], 
or creating custom picture fashcards [12]. 

We note that another exciting possibility is to leverage generative 
AI for context personalization [47], wherein learning content and/or 
tasks are customized to the individual student. Approaches to this 
commonly aim to incorporate learners’ individual preferences and 
interests into materials, and previous educational studies have pro-
vided some evidence that doing this can boost students’ situational 
interest, value perception, and task efort when learning [22, 23]. 
Despite this, investigations in this space have been relatively few. 
This is understandable, since manually creating materials that can 
be adapted to accommodate the varied interests of a large number 

1https://openai.com/research/overview 
2https://www.khanacademy.org/khan-labs 
3https://blog.duolingo.com/duolingo-max/ 
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of students is an immensely efortful and time-consuming under-
taking. In light of this, generative AI can dynamically produce 
written text that adapts to given input, making it a promising can-
didate technology for enabling personalization at scale. Yet, to our 
knowledge, using text-to-text based generative AI to tackle this 
challenge has not yet been formally investigated, and the practical 
implications for using it for this use case are unknown. 

Therefore, it is at this intersection of education and technology 
that we situate our research. Amidst both great enthusiasm and 
concern in this space, we take a pause to thoroughly examine gener-
ative AI’s potential to induce improvements in learning. Specifcally, 
our goal in this work is to gain insight into the approach people may 
take to leveraging this technology to create individualized learning 
examples, as well as to investigate its merits for improving learning 
outcomes and enhancing the overall learning experience. In light of 
numerous possibilities, we focus on advanced vocabulary learning 
for native (L1) and fuent non-native English language learners (L2). 
To do this, we developed a web-based vocabulary learning app as 
a technology probe that supports diferent modes of learning, and 
conducted a large between-subjects experiment with 272 partici-
pants online. Participants were randomly assigned to one of three 
conditions. In each condition, participants were given a series of 
new vocabulary words and their defnitions, alongside a particular 
example for how the word could be used in text, dependent on 
their assigned condition. In the control condition, participants 
received a sentence quoted from a pre-existing book or article. In 
the generated-sentence condition, participants typed in an input 
to receive a personally contextualized and dynamically generated 
sentence, and in the generated-story condition, participants typed 
in an input to receive a personally contextualized dynamically gen-
erated short story. Following this learning experience, participants 
were asked to answer a set of survey questions and complete a 
vocabulary quiz. One week later, participants were asked to retake 
the same quiz. Analyzing the results, we found no indication of a 
diference in learning performance between the control and the gen-
erative AI-enabled personally contextualized learning conditions. 
However, we found strong evidence that the context personaliza-
tion of learning materials can enhance people’s perception of the 
learning experience, including boosting their levels of intrinsic mo-
tivation. We also discovered that people used diferent strategies 
when providing inputs to steer the context personalization. 

In summary, the contributions of this work include (1) an outline 
of diferent strategies people may use to personalize text-based 
learning materials and their underlying motivations; (2) evidence 
that generative AI-enabled context personalization can enhance 
people’s appraisal of their learning experience and feelings of mo-
tivation, as derived from a large online between-subjects study 
(n=272); and (3) a set of implications derived from the study fnd-
ings that can inform future research and development towards 
facilitating personalized learning experiences with generative AI. 

2 BACKGROUND & RELATED WORK 
There is a rich body of work pertaining to personalization in ed-
ucation. To underpin our investigation on utilizing generative AI 
for context personalization, we frst present perspectives and the-
ories that consider personalization as an asset to foster learning 

motivation. Second, we highlight the dimensions of context person-
alization and the diferent levels of contextualization, and fnally 
discuss prior context-based vocabulary learning tools. 

2.1 Motivating Students via Personalization 
Over the last decade, the interest in personalized education has 
been on the rise. In 2016, the U.S. Department of Education Ofce of 
Educational Technology brought a focus to personalized learning 
(PL), defning it as “...instruction in which the pace of learning and 
the instructional approach are optimized for the needs of each learner. 
Learning objectives, instructional approaches, and instructional con-
tent (and its sequencing) all may vary based on learner needs. In 
addition, learning activities are meaningful and relevant to learners, 
driven by their interests, and often self-initiated.” [54, p. 9] 

In other words, personalized learning is learner-centric, where 
instructional content is focused on addressing each learner’s needs 
and interests [5]. There are multiple approaches to personalizing 
learning. One type of personalization that has been implemented 
is context personalization [47]. It involves drawing upon and 
grounding information in the context of individuals’ interests (such 
as sports, music, or video games), their preferences (such as favorite 
foods), personal information (such as the name of their friends and 
pets), or their “existing funds of knowledge” [58]. Several studies 
show that context personalization can help to motivate students and 
boost their level of achievement [22, 23, 31, 36, 44, 58, 59]. Context 
personalization has previously been implemented by surveying stu-
dents and injecting keywords [22, 23] and personal information [36] 
into their learning materials. This principle has also been applied 
outside of textual learning materials, for instance by substituting 
video instructors with generated-characters resembling fgures that 
students like and admire [44]. 

All these eforts on personalization are driven by the goal to 
foster students’ interest, which was identifed to be an important 
condition for learning that has downstream efects on students’ 
attention, goals, and levels of learning [21, 48]. Interest can either 
refer to the psychological state of engagement, or the predisposition 
of a person to reengage with a topic or idea over time. Although 
interest could be construed as something that students either have 
or do not have, Hidi and Renninger [21] have proposed that in-
terest is something that can be shaped and developed over time. 
They proposed a four-phased model of interest, with the frst two 
phases encapsulating the triggering and maintenance of situa-
tional interest and the last two phases covering the emergence of 
and maturation of individual interest. According to their model, 
it is necessary to frst generate situational interest before students 
can develop a more stable individual interest in a topic. Most inter-
ventions traditionally tackle the frst two stages of interest. Since 
students come from diverse backgrounds, Reber et al. [47] posited 
that personalized materials have a higher probability of increasing 
situational interest than a standardized, one-size-fts-all approach. 
In other words, context personalization may be a means to heighten 
the psychological state of situational interest. 

Our aim to examine the utility of generative AI for context per-
sonalization marks a departure from prior literature on the topic, 
which has to date relied on manually crafted examples [59] or 
preprepared ‘fll-in-the-gaps’ templates in which students’ details 
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are injected [22, 23, 31, 36]. These approaches have necessitated 
surveys or interviews to be conducted prior to the main learning 
activity, and have yielded rigid materials, which for the most part 
only superfcially mention individual students’ details. This requires 
extensive efort from educators to anticipate and draw relationships 
between target topics and students’ details, making it challenging 
to scale. Generative AI in contrast is well-positioned to overcome 
these hurdles as it can interactively accept inputs directly from 
learners and dynamically produce text about target concepts with 
respect to virtually any topic – almost instantly and at scale. Paired 
with its user-friendliness, these attributes position generative AI 
advantageously for broad future adoption and make it well-suited 
for moving beyond a one-size-fts-all model of teaching. However, 
as its application for this use case has not previously been explored, 
its potential and limitations in the context of personalizing learning 
materials needs to be investigated for developing best practices. 
With this work, we aim to contribute to this understanding and 
pave the way for deeper investigations into facilitating personalized 
learning experiences with generative AI. 

2.2 Dimensions of Context Personalization 
Walkington and Bernacki [57] identifed multiple dimensions for 
context personalization: depth of personalization, grain size, and 
ownership. Depth of personalization refers to what degree the 
materials integrate with the learner’s interest. Shallow connections 
introduce a student’s name or preferences into the learning material 
in a fll-in-the-blank manner. In contrast, deep connections infuse 
the larger context of the given topic, for instance by crafting an 
entire sentence around the given preferences. A study by Høgheim 
and Reber [23] compared these two levels and found that the lat-
ter was superior. Grain size refers to whether the material caters 
to the overall interests of a group of people, or the interests of a 
particular individual. In a study by [36], it was found that more 
individual personalization prompted more interest. Another factor 
is ownership. Personalization can be carried out by teachers or 
curriculum designers or students themselves can play an active role 
in personalizing their learning materials. Ownership is also closely 
connected to autonomy, which was investigated by Frenzel et al. 
[16]. Their work highlighted that especially as children transition 
into adolescence, they have a growing need for autonomy. They 
recommend supporting this cognitive need by ofering choices in 
learning activities, for instance, by providing options to shape the 
nature of the instructions or questions. In prior studies, provid-
ing students with the opportunity to choose and personalize their 
questions based on popular fgures, places, and themes [22, 23] 
was found to be particularly helpful for lower scoring students in 
mathematics. We see generative AI as well-positioned to perform 
deep personalization, support individual grain size at scale, and 
enable student ownership of the generation of learning materials. In 
our work we pay attention to these dimensions and aim to address 
them in our design choices. 

2.3 Levels of Contextualization for Learning 
In the language learning domain, contextualization can be inter-
preted not only in a thematic sense, but also in a functional sense. 
For example, the location of a word within a passage (a spatial 

cue) and how it relates to other words (a functional cue) can help 
users to guess the meaning of a foreign word. As such, Oxford and 
Scarcella [41], studying second language vocabulary instruction, 
identifed three types of activities: decontextualized, partially con-
textualized, and fully contextualized. Decontextualized activities 
are those that isolate the vocabulary word from meaningful con-
text (e.g., word lists, fashcards). Partially contextualized activities 
give slightly more context (e.g., by presenting word groups, adding 
visual/auditory information, etc.) Lastly, fully contextualized ac-
tivities present words within engaging, meaningful, and authentic 
communication scenarios via reading, listening, speaking etc. With 
our experimental conditions, we aim to approach higher levels of 
contextualization, as recommended by the authors. 

Fully contextualized learning can be achieved in many ways, in-
cluding reading stories. Some research in neuroscience corroborates 
this idea. For instance, some studies have found that incorporating 
social elements can signifcantly aid memory encoding compared 
to non-social memorization [11, 18, 28], and may trigger increased 
learning efects, even in subjects like math and science [35]. Other 
research underlines the motivational benefts that storytelling and 
narratives have on learning [39, 40]. On this basis, numerous ed-
ucational initiatives are turning towards developing interactive 
story-based learning materials [8, 62]. While these approaches take 
advantage of the benefts of narrative learning, they often require 
signifcant resources and time to develop. With the advent of new 
AI developments, generative models can alleviate this challenge by 
creating personalized and dynamic narratives for each student. 

2.4 Context-Based Vocabulary Learning Tools 
Many prior systems have been designed to help support people in 
learning new vocabulary words and grammar in both real-world 
and virtual contexts. For example, several computer vision and AR-
based tools have been designed to enable people to learn vocabulary 
and grammar in-situ, such as by overlaying labels on real-world 
objects [13, 24, 56, 61]. Other systems have integrated vocabulary 
learning with people’s media consumption. Smart Subtitles [29] 
was an interactive system that enabled people to learn words from a 
foreign language while watching videos, whereas Vázquez et al. [55] 
created a VR app that paired the user’s performance of an action 
with the pronunciation of that verb in a foreign language. Lungu et 
al. presented a language textbook prototype that enabled foreign 
language learners to read materials that are personally interesting 
to them from the web [37], which received positive feedback from 
the students and teachers. In more recent years, new techniques to 
contextualize learning have emerged with advancements in natural 
language processing (NLP) and generative AI. VocabEncounter 
by Arakawa et al. [7], was a browser extension that could embed 
foreign vocabulary words into a user’s web content, allowing them 
to review target words in the context of web browsing. Draxler et. al 
[12] created a mobile app for children, which generated multi-media 
learning materials based on photos taken on their phone. In a similar 
vein, Draxler et al. conducted a study comparing personalized auto-
generated fashcards against crowdsourced ones, and found that 
learning decreased with personalization [14]. Yamaoka et al. [63] 
prototyped a system that used GPT-3 to generate sentences based 
on a learner’s image-based posts to Instagram in order to expose 
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them to new vocabulary in a foreign language related to their 
personal experiences. Storyfer [45] was a prototype system to 
aid people in learning a set of vocabulary words through reading 
generated stories containing the words, cloze (i.e., fll-in-the-blank) 
tests with the content, and co-writing with AI. In addition to their 
approach of embedding vocabulary in a narrative, we are interested 
in understanding what happens when that is coupled with thematic 
contextualization framed around people’s interests. Most of the 
other works discussed in this section try to enable people to learn 
words in their physical or online context. Our work tries to study the 
implications of allowing people to specify the context in which the 
information is consumed, which can be unrelated to their current 
situated context but rather more related to their existing interests 
and funds of knowledge. 

3 STUDY CONCEPT & RATIONALE 
The goal of this work is to investigate the approach people take 
towards using generative AI to personally contextualize their own 
learning examples, and to explore its merits for improving learning 
outcomes and enhancing the overall learning experience. Our ex-
ploration centers on three main areas of interest. Firstly, how might 
learners approach user-driven context personalization opportuni-
ties, and how do they perceive AI-generated examples? Secondly, 
how does context personalization infuence learning outcomes? 
Finally, how does context personalization in these forms shape 
attitudes and emotions towards learning? 

To this end, we aim to develop an app as a technology probe to 
explore these questions, rather than to design a fnalized app for end 
users. Recalling the design dimensions outlined by Walkington et 
al. [58], we target an app that enables deep levels of personalization 
(by not only injecting user interests into learning examples e.g., via 
keyword insertion, which only changes the context on the surface 
level, but by generating content that more wholly plays on this 
information), by afording individualized personalization, and by 
supporting learner agency in the learning process. 

To approach this research, we frstly scope our exploration space. 
While AI can be used to generate many forms of media including 
photos and videos, we restrict our investigation to text-based 
mediums. Additionally, while there are a large number of topics 
that can be taught, we opt for a vocabulary learning task. This 
task was chosen since it does not require prior specifc domain 
knowledge, and it is a scenario for which we can relatively simply 
and feasibly attempt to quantify and measure the degree of learning. 

In order to explore the merits of generative AI for context person-
alization, we designed three conditions for the app to compare 
with one another. As a baseline condition, we took what is the 
standard experience of learning a new word in one’s native tongue 
(where translation is not an option) online; a vocabulary word and 
its defnition would be presented, alongside an example of how 
the word can be used in a sentence. The sentence appears without 
any option for the user to adapt it. As an experimental condition, 
we decided to enable users to personalize the learning example, 
on-the-fy, based on a word or phrase provided by them. In order 
to elicit input from the user, we provided a text box with the in-
struction “Generate an example usage of the word [vocabulary word] 
based on:” and in the feld, they were encouraged to input “a topic 

or theme of interest.” In addition, given prior research that suggests 
that stories are powerful mediums through which to learn [39, 40], 
we added one more experimental condition that would allow people 
to generate stories, rather than only a single sentence, tailored to 
their inputs. In summary, the conditions in our study (pictured in 
Figure 1) were as follows: 

(1) Control Condition: participants see example sentences 
sourced from pre-existing articles and books. 

(2) Generated-Sentence (Gen-Sentence) Condition: partici-
pants see personally contextualized AI-generated sentences 
based on prompts that incorporate their typed inputs. 

(3) Generated-Story (Gen-Story) Condition: participants see 
personally contextualized AI-generated short stories based 
on prompts that incorporate their typed inputs. 

We followed a strict study and app design such that these con-
ditions could be compared fairly to one another on the basis of 
the factors of interest. Whereas Gen-Sentence is used to probe the 
impact of context personalization, Gen-Story is used to explore the 
impact of context personalization coupled with narrative. To isolate 
for these efects, several limitations were then applied to the app 
design. Firstly, users were limited to seeing one example usage per 
word across all conditions. Additionally, participants could only 
move forwards through the lesson and could not backtrack to re-
view words. Since rehearsal and particularly spaced recall is known 
to be a helpful learning technique [17], we anticipated users would 
difer from one another along this behavior. Hence, we eliminated 
this option to remove its infuence. Finally, examples were chosen 
and generated to encompass only one instance of the word, rather 
than multiple. These limits helped to ensure that any efects could 
be attributed to the conditions, rather than the number of exposures 
participants had to vocabulary word information. 

With regards to eliciting user input, we had the option to either 
ask users to answer a survey at the beginning of the overall ex-
perience to gauge their interests, or to provide an input prior to 
each example. We decided on the latter design option. Using this 
approach not only gives users more autonomy over how their learn-
ing experience is personalized (by implicitly choosing which input 
maps with which vocabulary word), but it also allows patterns of 
behavior to organically emerge. 

4 SYSTEM DESIGN & IMPLEMENTATION 
In order to facilitate our research exploration, we designed and 
implemented a vocabulary web app that enables three diferent 
modes of learning. Taking a set of vocabulary words that the user 
has declared as not knowing, it presents information about the 
words in sequence with each word being presented on its own 
page with its defnition. Additionally, depending on the condition 
to which the user was randomly assigned, either a button or a text 
box would be available to show or generate an example of how the 
word could be used in text, respectively. In the control condition, 
a user presses a button to reveal an example that is sourced from 
existing articles and books, as found on the Cambridge Dictionary 
website.4 In the gen-sentence condition, the user is instructed in 
the interface to type in a topic or theme of interest. Their input is 
then integrated into a prompt and passed to a generative AI model 
4https://dictionary.cambridge.org/us/dictionary/english/ 

https://dictionary.cambridge.org/us/dictionary/english/
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CONTROL GENERATED-STORYGENERATED-SENTENCE

Figure 1: Examples for the three variations of the vocabulary app as they would appear for the vocabulary word “eminence.” 
In the control condition, participants would click a button to show an example usage of the target word, sourced from a 
pre-existing article. In the generated-sentence and generated-story conditions, users would enter an input (in this depiction, 
“Harry Potter,”) to generate a custom learning example. After the example is shown, a button would appear to allow participants 
to proceed to learn the next vocabulary word. Note that the frst screenshot for the generated-sentence condition depicts how 
the textbox would look prior to a typed entry. 

(OpenAI’s GPT-turbo-3.5) to dynamically create an example. The 
user experience for the gen-story condition was identical to the 
gen-sentence condition, except that it would output a story for 
the user corresponding to their typed input, based on a diferent 
underlying prompt. The user interface (UI) for each condition, as 
pictured in Figure 1, was designed to be as similar to one another 
as possible to make the conditions more cleanly comparable based 
on the learning example given, rather than the interface. After the 
corresponding example was revealed, a button would appear in 
the top-right hand corner to allow the user to proceed to the next 
vocabulary word page. 

The web application was implemented using NextJS5 and de-
ployed via Vercel.6 The app calls OpenAI’s API in order to generate 
text. Upon revealing an example, the results were logged into a 
Google Sheet via its corresponding API. 

An iterative approach was used to design the AI prompts. Special 
eforts were made to ensure the quality of the generated examples. 
For instance, the generated text should contain the vocabulary word 

5https://nextjs.org/
6https://vercel.com/ 

and be within a certain word length. Furthermore, we wanted the 
generated sentences and stories to not only contain the target word 
but to also incorporate its defnition to reinforce its meaning. This 
was done to steer the generation towards showcasing the meaning 
of the vocabulary word as would traditional examples meant to 
highlight its use. 

The prompt for the generated-sentence condition was as follows: 
Write a medium or long-length sentence that contains 
the word “[vocabulary-word]” with its meaning “[def-
inition]” related to the topic of “[user-input]”. It must 
contain exactly the word “[vocabulary-word]”, and it 
must also contain a paraphrasing of the meaning of the 
word “[vocabulary-word]” within a nonessential clause. 

In contrast, a chained prompt was used to generate stories in 
the gen-story condition. The frst prompt was as follows: 

Defnition of [vocabulary-word]:[defnition]. Write a 
short children’s story framed around the word “[vocabulary-
word]”. It has to be about [user-input]. Make sure the 
word “[vocabulary-word]” is used and defned within a 

https://nextjs.org/
https://vercel.com/
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Table 1: Real learning examples that were displayed for the vocabulary word “predilection” under each study condition. The 
AI-generated learning examples were created based on the user input “animals.” Font styling is used here for greater legibility. 

Condition Vocab. Word User Input Learning Example 

Control predilection n/a Ever since she was a child, she has had a predilection for spicy food. 

Gen-Sentence predilection animals Despite her predilection for cats, which can be defned as a strong preference 
or special liking for felines, Sarah’s unbiased love for all animals led her to 
volunteer at the local animal shelter, where she cared for dogs, rabbits, and 
even reptiles with equal devotion. 

Gen-Story predilection animals In a lush forest, there lived a wise old owl named Oliver. He had a strong liking 
for storytelling. Every evening, animals gathered around him, eager to hear his 
tales. One day, a curious squirrel asked, "Why do you have such a predilection 
for storytelling, Oliver?" With a twinkle in his eyes, Oliver replied, "Because 
stories have the power to ignite our imagination and bring us together." 

nonessential clause when it is used within the story. (60 
words). Do not begin the story with “Once upon a time.” 

We noticed in pilot testing that the stories generated by this 
prompt often contained multiple sentences containing the vocabu-
lary word. Since we only wanted the vocabulary word to appear 
once in the text (to make this condition comparable to the other con-
ditions), we scanned the output from the frst prompt for repetitions. 
For all sentences that repeated the vocabulary word, we applied a 
subsequent call to GPT-3.5 turbo with the following prompt: 

Paraphrase and remove the word ‘[vocabulary-word]’ 
from this sentence: ‘[sentence].’ 

We then injected this output into the original one to replace the 
old sentence. While we tried a version of the prompt without speci-
fying a “children’s” story, we noticed that the generated outputs 
would often lack a narrative arc with a clear beginning, middle, and 
end. As such, we therefore opted to keep this specifcation in the 
fnal prompt design. However, this led to a very high chance of sto-
ries starting with “Once upon a time.” Since this felt quite repetitive, 
we chose to include an explicit instruction to avoid this in order 
to yield more variance in the outputs. Examples of the resulting 
outputs based on these prompt designs are shown in Table 1. 

5 PROCEDURE 
To explore the concept of AI-generated learning materials, we con-
ducted an online, two-part, between-subjects study. We embedded 
our app into Qualtrics [1] and recruited participants using Prolifc 
[3]. This research was approved by the local university’s institu-
tional review board (IRB). 

Each participant frst completed a prescreening and received a 
$0.15 USD gratuity. This was to ensure that there were at least ten 
words in our word set that they did not already know and could 
therefore attempt to learn as part of our study. Eligible participants 
from the prescreening were then invited to a two-part study proce-
dure. Part 1 took approximately 20 minutes to complete, for which 
participants were paid $3 USD. Part 2 took approximately 5 minutes 
to complete, for which participants were compensated an additional 
$2 USD. The details for each phase are visualized in Figure 2. 

5.1 Prescreening 
Participants were frst asked to complete a prescreening question-
naire on the Prolifc platform. Fluency in English was specifed as 
a prescreening criterion within Prolifc for access. The pre-screen 
contained a list of 30 advanced vocabulary words taken from the 
Graduate Record Examinations (GRE), a standardized test that is a 
common admissions requirement for graduate schools in the US and 
Canada. These words were selected from various freely-available 
online GRE vocabulary word lists, such as from Kaplan,7 Vocabu-
lary.com,8 and Magoosh.9 We asked them to assign a ranking to 
each word based on a 4-point adapted version of the Vocabulary 
Knowledge Scale (VKS) [10] (1 = “I have never seen this word before, 
and do not know what it means”, 4 = “I know what this word means, 
and I can use it in a sentence”), based on the original VKS [43]. A 
list of 10 words was created for each participant based on words 
they rated as 1 on the VKS. If the participant did not mark a total 
of 10 or more words that met this condition, the participant was 
not eligible to participate in the full study. 

5.2 Part 1 - Lesson, Survey & Vocabulary Quiz 
Eligible participants from the prescreening were invited to Part 1 
of the study. After reading an overview of the study and providing 
their consent, participants were randomly assigned to one of the 
three conditions and were directed to the respective version of the 
vocabulary learning web app. The app presented each participant 
with a set of vocabulary comprising the frst 10 words that they had 
assigned a VKS score of 1 (i.e., the word was completely unfamiliar 
to them) in the prescreening phase. Following the lesson, partici-
pants were asked to answer a set of survey questions related to their 
perception of the overall experience and to complete a vocabulary 
quiz. They were then asked to refrain from deliberately studying 
the vocabulary words they had learned until Part 2. Details of the 
survey are explained in section 6. 

7https://www.kaptest.com/study/gre/top-52-gre-vocabulary-words/ 
8https://www.vocabulary.com/lists/18294 
9https://gre.magoosh.com/fashcards/vocabulary/decks 

https://www.kaptest.com/study/gre/top-52-gre-vocabulary-words/
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Figure 2: An overview of the user study procedure. 

5.3 Part 2 - Repeated Vocabulary Quiz 
After one week, participants were invited to complete the same 
vocabulary quiz. This procedure was modeled after previous studies 
evaluating long-term learning retention [6, 49]. 

6 MEASURES 
The main independent variable in this experiment was the condition 
i.e., control, generated-sentence (gen-sentence), and generated-story 
(gen-story). The dependent variables were selected in alignment 
with common practices in prior studies on context personalization 
[47], and were extended to encompass measures that could help 
probe how AI-generated outputs may be perceived in this use case. 

App Logs: The vocabulary app logged participants’ typed inputs in 
the gen-sentence and gen-story conditions, the provided example, 
and the timestamp for when the participant clicked the button to 
show or generate the example. 

Learning Performance: This grouping pertains to participants’ 
acquisition and retention of learning content from their learning 
conditions. Each participant completed a vocabulary quiz at two dis-
tinct time-points, once after the lesson, and again 1 week later. The 
quiz comprised a total of 20 multiple-choice questions. Ten ques-
tions were based on existing GRE Verbal Text Completion and 
Sentence Equivalence questions. These questions were pulled 
from existing GRE practice exams from various sources, includ-
ing the Princeton Review,10 MainTests,11 Kaplan,12 and Varsity 
Tutors.13 The other ten questions required participants to choose 
the appropriate defnition to match a word, or vice versa. All the 
options that were provided were based on an original set of 30 GRE 
words, and were matched to be of the same type (i.e., noun, verb or 
adjective). Participants chose the correct answer from fve available 
options. Questions were presented to participants in a randomized 
order. We decided to refrain from free-recall tests, since it is possible 
that given a defnition, a participant could provide a synonym to 
the intended word. 

10https://www.princetonreview.com/grad-school-advice/gre-verbal-practice 
11https://www.maintests.com/gre/text-completion 
12https://www.kaplanquizzes.com/review/gre/?success=yes 
13https://www.varsitytutors.com/gre_verbal-help/text-completion 

Learning Experience: This grouping captures participants’ sub-
jective experience of their learning conditions. Participants were 
asked to complete a set of survey questions based on the multidi-
mensional Post-Experimental Intrinsic Motivation Inventory 
(IMI) [2, 50]. The full inventory comprises a total of 45 7-point 
Likert items (1 = not at all true, 7 = very true), some reverse-coded. 
The items span seven distinct subscales: Interest/Enjoyment, Per-
ceived Competence, Efort/Importance, Pressure/Tension, Perceived 
Choice, Value/Usefulness and Relatedness. This inventory aims to 
evaluate participants’ subjective experience during a specifc lab-
oratory activity in previous research. Despite its name, only the 
Interest/Enjoyment subscale is utilized as a self-report measure for 
intrinsic motivation, while the remaining subscales evaluate associ-
ated factors. Only factors that are relevant to one’s investigation 
need to be included. Therefore, we removed questions pertaining to 
Pressure/Tension and Relatedness. The wording of some items were 
adapted to suit the context of our study. Examples of statements 
included: “Learning the vocabulary words with this app was fun to do” 
(Interest/Enjoyment), and “Learning new vocabulary words with this 
app was something I couldn’t do very well” (Perceived Competence, 
reverse-coded). The Interest/Enjoyment subscale is considered to 
be the self-report measure of intrinsic motivation. Items included 
in our survey were presented to participants in a randomized order 
within each subscale. 

Perceived Characteristics of Examples: Participants were asked 
to rate their perception of the examples they were given in their 
condition using 7-point Likert items (1 = not at all, 7 = very true). 
These were a custom and exploratory set of questions to probe 
characteristics spanning: Funny/Humorous, Personally Relatable, 
Aligned with my Interests, Related to my Knowledge / Subject Mat-
ter Expertise, Surprising/Outrageous, Original/Creative, Emotionally 
Positive, Emotionally Negative. In addition to probing whether peo-
ple perceive the examples to be personalized, other aspects were 
included based on prior works that have suggested that humor and 
informational incongruity can play a role in learning [60], and that 
positive emotions may help catalyze academic engagement [15, 27]. 

Overall App Ratings: Participants were asked to rate how much 
they would agree (1 = Strongly Disagree, 7 = Strongly Agree) that 
“I would like to use the app again to learn new vocabulary words,” 
and “I would recommend this app to a friend to learn new vocabulary 

https://www.princetonreview.com/grad-school-advice/gre-verbal-practice
https://www.maintests.com/gre/text-completion
https://www.kaplanquizzes.com/review/gre/?success=yes
https://www.varsitytutors.com/gre_verbal-help/text-completion


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Leong et al. 

Table 2: The mean and standard deviations (in parentheses) for various metrics pertaining to the learning examples under each 
of the learning conditions. 

Attribute Control Gen-Sentence Gen-Story 

Participant Count 92 89 91 
Word Count per Example 16.85 (5.71) 32.05 (6.29) 65.61 (12.02) 
Engagement Time (seconds/example) 17.28 (10.26) 38.85 (24.71) 43.97 (23.42) 
Flesch-Kincaid Reading Ease 55.99 (22.48) 26.59 (17.63) 71.82 (10.90) 

words.” These can provide some indication of how much they en-
joyed using their given version of the app. They were also asked 
to report their attitudes towards using the app (1 = Very Playfully, 
7 = Very Seriously). 

Open Comments: As part of the survey immediately after the 
learning experience, participants were asked to comment on their 
approach to their user inputs, thoughts regarding their learning expe-
rience, thoughts to improve the app, and anything else that came to 
mind. This was to gain richer insight on their perspectives of using 
the application. 

Text Reading Ease: The Flesch-Kincaid Reading Ease metric [26] 
is widely used to describe how easy it is to comprehend a piece of 
written text. Its scores range from 0 to 100, with the lowest score 
representing professional level texts best understood by university 
graduates, and 100 representing texts that can be understood by an 
average 5th grade student in the United States. 

7 ANALYSIS & RESULTS 
In this section, we outline the results of the user study. We explain 
the demographics of the participants, how they approached contex-
tualizing their learning materials, how they perceived their learning 
examples, and how it impacted their learning performance and over-
all learning experience. Our study’s main questions, experimental 
conditions, methodology, power analysis, dependent variables, and 
data analyses were all pre-registered14 on AsPredicted. In this in-
vestigation, the primary dependent variables (DVs) were learning 
performance and learning experience measures. These variables 
were developed based on existing literature, and statistical tests 
were pre-registered for their analysis. Additionally, we explored 
secondary variables. We examined how participants perceived their 
learning examples across diferent conditions. We also provided 
descriptive statistics and qualitative data to depict how participants 
contextualized their learning materials and their overall user experi-
ence with the app. A total of 712 people completed the prescreening. 
442 of them met the requirements and were invited to the study. 
Of those, 301 completed Part 1 (1 response was removed for fail-
ing both attention checks, 4 removed for missing IDs), and 288 
completed Part 2 (16 responses were excluded for passing the 3 
day expiration date of their invitation), resulting in 272 complete 
responses. A prior simulation-based power-analysis based on 12 
samples per condition indicated that a minimum of 180 participants 
would be needed to reach 80% power. Therefore our study was 
sufciently powered. 
14https://aspredicted.org/2p56e.pdf 

7.1 Participants 
Out of the 272 participants, 67 were between 18-24 years old, 122 
were between 25-34, 53 were between 35-44, 15 were between 45-54, 
10 were between 55-64, 3 were above 65 years of age, and 2 did not 
disclose. 144 identifed as women, 125 identifed as men, 3 identifed 
as non-binary / third gender, and 1 person preferred not to say. Their 
education levels varied. 69 completed high school, 130 completed 
a bachelor’s degree, 54 completed a master’s degree or more, and 
20 were unspecifed. Their occupations were diverse (e.g., student, 
retail assistant, doctor, civil servant, paralegal, software developer, 
digital marketing expert, homemaker etc.) The vast majority had 
never completed the GRE before, with only 9 having previously 
taken the exam. Participants’ native languages varied; the top three 
were English (143 participants), Polish (26), and Portuguese (24), 
with Spanish being a close fourth (19). 

7.2 Properties of Learning Examples 
Participants were exposed to diferent learning examples, based 
on their randomly assigned condition. An overview of the unique 
properties of the diferent examples, based on app logs, is reported 
in Table 2. The Flesch-Kincaid reading ease scores were calculated 
using the textstat library.15 The generated sentences were typi-
cally longer than the control, while the generated stories were 
usually the longest. Participants overall spent more time per ex-
ample for the gen-story condition, followed by the gen-sentence 
condition, and then the control. On average, the generated stories 
were the easiest to read, while the generated sentences were the 
most difcult to comprehend. 

7.3 Approaches to Contextualization 
In the gen-sentence and gen-story conditions (see Figure 1), partici-
pants typed an input to prompt the generation of a custom learning 
example for a new vocabulary word. The form did not explicitly 
restrict the length of a user’s input, nor did it apply autocompletion 
or corrections (e.g., for spelling, grammar). We were interested in 
understanding what types of words and themes people would use 
to contextualize their learning examples and their corresponding 
rationales when steering the AI-generations. 

7.3.1 Which types of user inputs were most commonly used? 
We used the NLTK natural language toolkit [9] to classify users’ 
inputs by word class. As can be seen in Table 3, the majority of 
inputs were classifed as nouns. To give an idea of what people were 
using to contextualize their examples, we also grouped users’ in-
puts by theme. To do so, we queried ChatGPT for label suggestions 
15https://pypi.org/project/textstat/ 
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https://pypi.org/project/textstat/


Puting Things into Context CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

Table 3: Participants’ inputs categorized by word class. 

Word Class Percentage User Input Examples 

Noun 75.7% animals, video games, friendship 
Phrase 15.1% I love cofee, Convince to give 

money 
Verb / Gerund 4.6% steal, confront, cooking, gardening, 

driving 
Adjective 2.6% easy, likeable, arrogant 
Proper Noun 1.6% Taylor Swift, Stardew Valley, 

Wreck-it Ralph 
Other 0.4% -

for the body of inputs. We then applied cosine similarity between 
users’ inputs and the suggested themes, based on embeddings from 
OpenAI’s embedding model (text-embedding-ada-002). The top fve 
most popular thematic categories across all participants were En-
tertainment, Work & Education, Nature, Sports & Health, and Politics. 

7.3.2 What were the users’ rationales for their inputs? Partic-
ipants in the experimental conditions were asked to explain “What 
kinds of things did you try as inputs to generate examples, and why?” 
They had diferent strategies. Based on a thematic analysis, we 
derived a set of notable themes that had at least 10 mentions (we 
note the counts in parentheses). Some used their interests (22) or 
things they felt were relevant to their life experiences (25). For 
example, one person wrote: “I try specifc experiences I may have 
encountered or some things that I interact with every day. It helps me 
remember the words better given the context.” Others emphasized 
typing simple things in order to yield examples that are more 
simplistic or easier to understand (17). For instance, one participant 
wrote that they input “Generic words like ‘food’ so it was easier for 
the software to generate a succinct and clear example to understand 
the new word in context.” The largest category (72) tried to leverage 
associations; in this case, they tried inputting things that they 
felt were relevant to the target words or their defnitions with the 
intent to solidify their understanding. For example, one participant 
stated “...when I was presented with the word mendacity, I tried to 
think of situations where a person might possess those attributes and 
I settled on thief to put the word into a situation that my brain can 
make a connection...” Examples of other reasons included gaming 
the system, humor, etc. The remainder did not specify, or reported 
no specifc rationale such as using random words or the frst things 
that sprang to mind as inputs. 

7.4 Impact on Learning Performance 
One of our primary pre-registered analyses was to examine whether 
exposure to the diferent conditions would infuence how well peo-
ple learn and remember target vocabulary words. To measure this, 
participants were asked to complete a vocabulary quiz immediately 
after the learning experience and again one week later. Higher quiz 
scores indicate greater learning, and a decrease in quiz scores from 
t1 to t2 would suggest an element of forgetting (or conversely, learn-
ing retention). The dependent variable was whether a participant 
answered a quiz question correctly (correct = 1, incorrect = 0). Since 
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Figure 3: Quiz percentages per condition and timepoint. The 
statistical annotations shown are based on the Tukey pair-
wise post hoc tests that were run on the logistic linear re-
gression model. While no diferences were found between 
conditions based on the probability of answering a quiz ques-
tion correctly, participants were found to score lower on the 
second quiz compared to the frst. (Note: * = p ≤ 0.05, ** = p ≤ 
0.01, *** = p ≤ 0.001, **** = p ≤ 0.0001) 

this encoding is discrete and binary, we used a mixed efects logistic 
regression model where the two timepoints and the three condi-
tions were entered as fxed efects dummy indicator variables. We 
included random intercepts grouped by participants and vocabulary 
words to account for multiple sources of non-independence. 

Post hoc pairwise comparisons using Tukey’s HSD test detected 
diferences within each condition across timepoints (t1 vs. t2) for 
the control condition (OR=1.34, 95% CI [1.10, 1.64], p = 0.0004), 
gen-sentence condition (OR=1.54, 95% CI [1.25, 1.89], p < 0.0001), 
and gen-story condition (OR=1.71, 95% CI [1.39, 2.09], p < 0.0001). 
This means that overall scores were observed to be higher overall 
at t1 over t2 (see Figure 3). However, diferences were neither de-
tected between the conditions within each timepoint nor between 
the conditions for the diference between timepoints. In summary, 
while we found a diference for the efect of time, there was a 
lack of evidence that there is a diference between conditions in 
learning performance. 

7.5 Impact on Learning Experience 
As another primary pre-registered analysis, we used a mixed ef-
fects ordinal logistic regression model to investigate whether the 
conditions difered by how they impacted people’s perception of 
the learning experience. Learning experience was characterized by 
the following fve subscales: Interest/Enjoyment, Efort/Importance, 
Perceived Choice, Value/Usefulness, and Perceived Competence. The 
dependent variable was the Likert rating, whereas the three condi-
tions, the fve subscales, and their interactions were entered as fxed 
efects dummy indicator variables. We included random intercepts 
grouped by participants and question-item to account for multi-
ple sources of non-independence. The results of post hoc pairwise 
comparisons using the Tukey HSD test are summarized in Figure 4. 
Overall, the generative AI conditions were both found to be more 
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Figure 4: Diferences in point estimates with bars depicting the 95% confdence intervals for pairwise comparisons between the 
conditions along the diferent IMI subscales. In this comparison, positive values suggest higher values for the condition listed 
frst. (Note: * = p ≤ 0.05, ** = p ≤ 0.01, *** = p ≤ 0.001, **** = p ≤ 0.0001) 

intrinsically motivating than the control condition. They also gave 
participants a greater feeling of choice and competence over the 
control. However only the gen-sentence condition was found to be 
more useful than the control. 

7.6 Perceived Characteristics of Examples 
Participants were asked to rate their overall impression of the 
learning examples across multiple characteristics. This included 
whether they found the examples given to them to be emotionally 
positive/negative, original/creative, surprising/outrageous, humorous, 
aligned with their interests, and related to their knowledge. As an 
exploratory analysis (not pre-registered), we used a mixed efects 
ordinal logistic regression model to examine whether exposure to 
the diferent conditions infuenced people’s perception of the exam-
ples given to them. Post hoc pairwise comparisons using Tukey’s 
HSD test detected some diferences between the conditions based 
on the perceived qualities, as summarized in Figure 5. Generally, 
the AI-generated examples aligned with participants by their inter-
ests, relatability, and personal relevancy to their knowledge, and 
were perceived to be more humorous. However, Gen-Sentence was 
found to be distinctly original/creative compared to the control, 
and Gen-Story was found to be more emotionally positive overall. 

7.7 User Experience 
7.7.1 What atitude did people adopt when using the app? 
Participants rated on a 7-point scale (1= Very Playfully, 7 = Very 
Seriously) the attitude they adopted while using the learning ap-
plication. Overall, participants approached the use of the control 
condition “Somewhat Seriously” (Mdn = 6), the gen-sentence con-
dition “A Little Seriously” (Mdn = 5), and the gen-story condition 
with a “Neutral” (Mdn = 4) attitude. 

7.7.2 How much would people want to use the app again 
or recommend it to others? Participants were asked to rate on 
7-point scales (1 = Strongly Disagree, 7 = Strongly Agree) statements 
regarding whether they would “...like to use this app again to learn 
new vocabulary words,” and “...recommend this app to a friend to 
learn new vocabulary words.” On average, people appraised the gen-
sentence condition more highly (Mdn = 6) compared to the control 
and the gen-story condition (Mdn = 5) for both statements. 

7.8 Opportunities & Risks of AI-Generated 
Learning Content 

Participants were asked to write freely about their experience with 
the vocabulary app. Questions included: “What did you think about 
this learning experience,” “Is there anything you would want to change 
or improve about the vocabulary app?” and “Any fnal remarks or 
comments?” These questions elicited responses that highlight po-
tential opportunities and pitfalls for AI-generated learning content. 

7.8.1 Opportunities. The vast majority of written responses to 
both the generated-sentence and generated-story conditions were 
positive. Participants experiencing the generated conditions ex-
pressed that they found the experience to be interesting, unique, 
easy to use and understand, enjoyable, fun, engaging and exciting. 
Positive quotes included: 

• “It was exciting as I wasn’t expecting the examples to be so 
fun to read” (Gen-Sentence) 

• “When I frst read the defnition I thought of a synonym for 
that word, then I thought how would I use it in a dialogue, in 
which context. Then I wrote a keyword regarding such context 
into the app, and I was actually surprised with the examples it 
generated; not gonna lie, I was giggling at how awesome 
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this app is. Then I read the example twice or thrice until I felt 
I had really understood it.” (Gen-Story) 

• “It was easy to understand how it works. It does require good 
input from the learner - that also makes it more interesting 
and engaging” (Gen-Sentence) 

• “It was a diferent way I have seen to learning new words, I 
think it is more useful to remember a word when you have 
to think about it more critically vs. just memorization” 
(Gen-Sentence) 

• “I think it was a fun experience and its is just a breath of fresh 
air. And I felt a deep learning connection with the app.” 
(Gen-Sentence) 

• “I thought it was a really fun and original way to learn new 
words, something I have not seen before. The stories were 
highly creative and I also enjoyed reading them. I think 
when you enjoy learning you are more likely to want to 
stick at it.” (Gen-Story) 

7.8.2 Risks. Some participants eluded to possible detractors from 
such an experience, complaining about some repetitiveness, possi-
ble poor-ft or mismatching themes, or the stories being childish. 
It seems that there is still some challenge in steering AI to ofer 
strong examples in a variety of diferent ways. 

• “After the frst couple of AI generated sentences I could see the 
usage of the vocab words was not very natural. In many 
occasions, the defnition of the word was placed in the 
sentence which detracted from focusing on how it formed 
part of the sentence.” (Gen-Sentence) 

• “The AI generated forced sentences out of mismatched themes. 
This did not show the best examples of usage of the vocab words” 
(Gen-Sentence) 

• “It demands a lot of focus as the examples were prety long. 
I guess learning more than 10 words with it would make me 
lose my focus and just skip them, making it less efective.” 
(Gen-Story) 

• “It felt quite childish.” / “It could be much better. The exam-
ples were tailored for a kid.”(Gen-Story) 

• “It was quite interesting, however after three or four exam-
ples I started noticing paterns in how this AI created its 
stories and it became boring and predictable a tiny bit.” 
(Gen-Story) 

7.9 Alternative Suggestions 
For the participants that experienced the control condition rather 
than the AI-generated conditions, we noted that some people wished 
for a multimodal experience, such as being able to hear the pronun-
ciation of a word, or to have more visual stimulation, beyond the 
text-based interface that was given. 

8 DISCUSSION 
In this work, we set out to investigate the possibilities and implica-
tions of leveraging generative AI for the context personalization of 
learning materials and conducted an online controlled experiment 
in the domain of vocabulary learning. We discuss our fndings and 
their implications for future work in this space. 
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8.1 Characteristics of Generative AI in 
Supporting Context Personalization 

The investigated use of text-to-text generative AI extends beyond 
prior manual or fll-in-the-blank approaches for context personal-
ization [22, 23, 31, 36, 59] in that it enabled real-time interactivity 
with deep levels of personalization. Outputs were more richly con-
nected to a breadth of given topics in unexpected ways, which was 
appreciated by some users in that they found the examples “excit-
ing,” “surprising,” and “a breath of fresh air” to read. Comments also 
alluded to the real-time interaction as encouraging more critical 
mental engagement with the materials in the moment. However, 
the investigation also unveiled nuanced insights, which can inform 
future design considerations for text-based generative AI learning 
applications. Even with adapting the central theme, series of ex-
amples at times exhibited similar structural patterns, which some 
participants recognized. While we experienced this problem during 
development and attempted to mitigate it with prompt engineering 
(for instance by requesting it to refrain from opening with “Once 
upon a time”), this did not produce enough structural variety. 
Building in mechanisms to slightly vary the underlying prompts 
may help circumvent this repetition. Generated examples were also 
occasionally perceived to be somewhat unnatural. This is under-
standable given the probabilistic nature of generative AI and its 
fexibility to accept unusual pairings of advanced vocabulary and 
target input themes. One can speculate that LLMs would be more 
likely to produce natural outputs for less advanced vocabulary 
that would occur more frequently within the training data. It would 
therefore be interesting to study how this platform would be per-
ceived when catering to diferent language learning levels. For HCI 
and educational technology practitioners, our work ofers a practi-
cal example for prompting an LLM for the context personalization 
of vocabulary learning materials, of which others can build and it-
erate. Furthermore, the refections distilled from people’s reactions 
towards the generated learning examples in this study can serve as 
guideposts for similar eforts moving forward. 

8.2 Multiple Strategies & Axes for 
Personalization 

We were surprised how people approached context personaliza-
tion with the app, as indicated in their survey responses (see Sec-
tion 7.3.2). Besides leveraging words or phrases relatable to their 
lives and interests to generate examples, a large proportion of par-
ticipants had other motives. While some strived for simple and 
easy-to-understand examples to be generated and focused on enter-
ing simple inputs, a signifcant portion of participants attempted 
to leverage word-associations to strengthen their learning, and 
sought to enter words or phrases that they felt meaningfully related 
to the target vocabulary word. While this was not anticipated, it 
highlights a unique practical afordance of generative AI for context 
personalization. Since users were able to interact directly with the 
system rather than rely on an educator or researcher as a mediary 
to facilitate the personalization, the personalization could be driven 
by users’ existing mental models of words and their relationships. 
Such information was previously infeasible to collect via traditional 
pre-interviews or surveys. In line with this, it is worth noting that 
these fndings do not exclusively represent context personalization 

on the basis of interest alone, but speak to user-driven personaliza-
tion more broadly, mainly in connection to their existing funds of 
knowledge. This is a useful consideration, with practical implica-
tions for the design of generative AI-based learning apps moving 
forward. 

Juxtaposing the positive and critical written feedback with re-
spect to the generative conditions also revealed that besides context 
personalization, other parameters might need to be customizable 
to accommodate diferent user preferences. For instance, while 
some found the stories creative and humorous, others found them 
repetitive and childish. Furthermore, some participants, but not 
all, complained that the stories were too long. Taken together, this 
ofers a practical consideration for educators and HCI practitioners 
aiming to leverage LLMs for context personalization. Personaliza-
tion based on themes must be considered in concert with other 
axes of personalization. People can be sensitive to length, tone, and 
structural repetition within and across multiple textual examples. If 
these factors are not also catered to with care, the potential benefts 
of context personalization may be dismissed over frustration with 
these other aspects. This suggests that an expanded view of per-
sonalization that encompasses these attributes may be necessary 
in future fully fedged app experiences. 

8.3 Impact of AI-Enabled Context 
Personalization 

With regards to learning performance, the results from this study 
suggest that AI-enabled user-driven context personalization (i.e., 
the gen-sentence and gen-story conditions) does not yield immedi-
ate improvements in learning performance over a non-personalized 
learning experience (i.e., control condition) in a vocabulary learn-
ing task. However, the results in the generated conditions are also 
not worse than in the control condition, which makes a case for 
considering the use of generative AI for other positive benefts. 
Ultimately, this aligned with our expectations since many prior 
works state that frequency of exposure to vocabulary words afects 
learners’ acquisition of words [17, 42, 51]. Furthermore, it is crucial 
to note that our study was a short-term exploration that encom-
passed a one-time exposure to the learning intervention. Therefore, 
it remains to be seen whether a diference in learning performance 
would be observed over long-term repeated usage of AI-enabled 
context personalization for vocabulary learning. 

Another area of interest was to determine the impact that AI-
enabled context personalization could have on people’s attitudes 
towards the learning experience. Levels of intrinsic motivation, 
measured by the Interest/Enjoyment subscale in the IMI, were 
notably higher in the generative AI learning conditions. This cor-
roborates previous research fndings that context personalization 
increases student motivation [22, 23]. Despite prior literature sug-
gesting that stories boost motivation [39, 40], we could not fnd 
evidence that AI-generated stories were more motivating than the 
AI-generated sentences. Although typing in an interest was a min-
imal interaction step, the gen-sentence and gen-story conditions 
provided a substantial increase in their perception of the choice 
they had over their learning experience compared to the control. 
This indicates that participants perceived the AI-generated con-
tent to incorporate their inputs. Nevertheless, it may be worthy to 
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mention that there is a balance to be struck between agency and 
efort, since some participants complained about the efort needed 
to type something for each word. One surprising outcome was that 
although AI-enabled context personalization made our participants 
feel discernibly more competent at learning vocabulary over the 
control condition, a boost in feelings of competency did not map 
to higher quiz scores. It would be interesting to investigate the 
long-term implications of this, since Senko et al. [52] found that an 
infated sense of confdence can reduce the time that people would 
allocate towards studying. 

With regards to the value/usefulness subscale, we detected 
that the gen-sentence condition was perceived as more valuable 
and useful over the control condition, while the story was not. We 
can speculate that this may be tied to some complaints that the 
generated stories took longer to read and were repetitive, making 
them more inclined to ignore them. 

In general, we noted that while we did not observe a clear im-
provement in participants’ learning performance from personally 
contextualized AI-generated examples, their levels of motivation 
and their overall perception of the learning experience was greatly 
enhanced. This suggests that a learning process involving contin-
uous practice and repeated exposure may be needed to achieve 
signifcant gains, rather than relying on a single session. In light of 
this, the observed boost in learning motivation attained from the 
use of AI-enabled context personalization could serve as a potential 
pathway to sustain regular learning practice, which, in turn, may 
contribute to improved future learning performance. 

While generative AI has to date been speculated as potentially 
useful in improving education, this work contributes grounding 
empirical evidence of its utility to foster learning motivation. Ad-
ditionally, it provides insight that leveraging generative AI in an 
interactive personalized learning application may also increase 
learners’ perception of autonomy and competency, highlighting 
potential directions for further investigation. In future, diferent 
confgurations of variables and diferent study formats could be 
considered. For instance, a diary study could be conducted to inves-
tigate their infuence over an extended period. It could also help to 
include engagement time as a control variable in upcoming studies 
since the experimental examples typically took longer for learners 
to consume and was an aspect that was met with mixed reactions. 

8.4 Limitations 
Many of our design decisions were motivated by our aim to isolate 
the efects of AI-enabled context personalization. While striving to 
make the conditions in the experiment reasonably comparable, we 
needed to account for multiple learning-example design parame-
ters including UI specifcs, targeted length and reading complexity, 
nuances in the prompt design, etc. Clearly, the number of possible 
decisions and how they interact with one another forms a high-
complexity design space. While it is possible that one may disagree 
with one or more of these specifc design choices, taken together, 
we observe that they overall helped to shift the needle towards 
a more rewarding learning experience beyond what is currently 
available as the state of the art. Besides this, we also note that the 
study was conducted online. Therefore, we could not enforce that 
the participants correctly carried out all instructions and did not 

cheat by referencing external materials. Additionally, despite the 
rapid growth in popularity of chatGPT and other forms of gener-
ative AI, it is possible that some of the participants in this study 
were unfamiliar with this technology and experienced a novelty 
efect. Finally, our exploration was a controlled study centered on 
personally contextualized vocabulary learning material. In an efort 
to isolate the variables of interest, the intervention was simplistic 
in its design. As such, more research could be done to understand to 
what extent these fndings transfer to other types of learning scenar-
ios, and how they would play out in real-life contexts. For instance, 
one could imagine generative AI systems to personalize an entire 
curriculum to a learner’s prior knowledge and interests, guiding 
them through the learning content with relatable examples and 
making sure they understand the content before moving on. 

8.5 Ethics 
In contemplating the broader integration of AI-enabled personal-
ization in learning environments, it is important to consider and 
cautiously address multiple pertinent ethical issues. We believe 
that overcoming these challenges will require a collective efort 
between multiple stakeholders, including educators, policy makers, 
educational technologists, and HCI researchers. 

8.5.1 Challenges of Using LLMs for Education. The adoption 
of generative AI models such as large language models (LLMs) in 
education poses signifcant challenges. LLMs are susceptible to 
many issues pertaining to toxicity and bias, wherein the models 
output inappropriate, ofensive, or discriminatory content, as well 
as reliability, wherein the models hallucinate and produce factu-
ally inaccurate or nonsensical information [64]. This can impede 
learners’ development, with potentially severe consequences [33]. 
In our work, we relied on OpenAI’s standard guardrails to screen 
for ofensive user inputs, and we leveraged generative AI to output 
language-focused learning examples in a highly controlled setting, 
limiting the potential harm to participants. Given that the partici-
pants’ objective in this study was to expand their vocabulary, and 
LLMs are language-focused, one can argue that the risks posed 
by hallucination were relatively limited compared to if the core 
concept being taught were outside the language-learning domain 
(e.g., laws of physics). Nevertheless, encountering incongruities 
regarding the subject matter, even for a language-focused use case, 
could still distract learners and propagate misinformation if not 
properly acknowledged. 

In the future where AI-enabled personalization is likely to be 
deployed more broadly, we believe it would be necessary to in-
corporate additional technological safeguards, such as retrieval-
augmented generation and self-checking algorithms [25, 34, 38, 53]. 
In addition, it would be wise to incorporate the input and super-
vision of trusted educators and knowledge experts who could vet 
the quality of the outputs. Until generative AI systems achieve im-
proved accuracy, educators and technological practitioners must 
critically appraise such content and deploy generative AI judi-
ciously in a manner that supplements rather than replaces estab-
lished educational resources. 
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8.5.2 Data Collection and Privacy. The implementation of AI 
personalization in learning also raises signifcant data privacy con-
cerns. During personalized content generation, AI models process 
user inputs potentially containing sensitive or personal information 
about interests, motivations, or prior knowledge. Service providers 
employing AI personalization must be transparent about their han-
dling of the data and develop robust policies to prevent data leaks 
and exploitation of user trust and information. To fully realize the 
potential of AI-assisted learning, a collaboration between multiple 
stakeholders is needed to resolve these ethical challenges in order 
to establish safe, efective, and ethical learning environments. 

9 CONCLUSION 
In light of recent enthusiasm for generative AI to revolutionize edu-
cation, we take a pause to critically examine its potential to improve 
learning outcomes and attitudes through deep and dynamic context 
personalization. Context personalization involves adapting learning 
materials to be grounded in users’ interests, preferences, and exist-
ing funds of knowledge. In this paper, we implemented a custom 
vocabulary app that facilitated three distinct learning conditions: a 
control condition in which examples of how words can be used in a 
sentence were based of of pre-existing texts, and two experimental 
conditions in which examples were dynamically generated with 
AI (gpt-3.5-turbo). Based of a between-subjects experiment with 
272 participants that involved a lesson, survey, and two quizzes, we 
gained several insights. In this paper, we contributed grounding 
empirical evidence of its utility to boost learning motivation, as 
well as several research and design considerations specifc to this 
use case, on the basis of people’s varied preferences and strategies 
for contextualizing their own learning examples. Ultimately, we 
acquired the perspective that while one-shot, short-term exposure 
to AI-generated personalized learning examples does not result in 
immediate improvements in learning performance, it can boost peo-
ple’s feelings of intrinsic motivation in learning. As such, AI may 
indeed be able to cheaply and scalably aford rich individualized 
adaptations of learning examples, and we speculate that this may 
lead to improvements in learning performance over the long term. 
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